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Abstract—The Ozone Monitoring Instrument (OMI) was
launched on July 15, 2004 on the National Aeronautics and Space
Administration’s Earth Observing System Aura satellite. OMI is
an ultraviolet-visible imaging spectrograph providing daily global
coverage with high spatial resolution. This paper discusses the
ground data processing software used for Level 0 to Level 1b
processing of OMI data. In addition, the OMI operations scenario
is described together with the data processing concept. This paper
is intended to serve as a reference guide for users of OMI (Level
1b) data.

Index Terms—Data management, data processing, remote
sensing, ultraviolet spectroscopy.

I. INTRODUCTION

THE Ozone Monitoring Instrument (OMI) was launched on
board the Earth Observing System (EOS) Aura satellite

on July 15, 2004. The OMI instrument is a nadir-viewing ultra-
violet-visible (UV-VIS) imaging spectrometer providing daily
global coverage with high spatial and spectral resolution. The
scientific objectives of the OMI instrument are described in [1],
and a full instrument description can be found in [2] and a brief
description in [3]. In this paper, we describe the software that is
used to process raw instrument data (Level 0 data) to calibrated
measurement data (Level 1b data). This software is commonly
referred to as the ground data processing software (GDPS). The
GDPS is developed by Dutch Space and is commissioned by
the Netherlands Agency for Aerospace Programs (NIVR). The
scientific responsibility resides at the Royal Netherlands Mete-
orological Institute (KNMI). The GDPS development has been
a rather unique process because of the way the OMI Program is
organized: Instrument Operations, Instrument Calibration, and
GDPS development fall under the responsibility of one organi-
zation (KNMI). This allowed effective communication across a
number of important interfaces resulting in a flexible develop-
ment. As a result, the GDPS has been flawlessly processing OMI
data from launch onward and even during the on-ground satellite
testing. Each 100-min orbit OMI produces about 0.5-GB Level
0 data that is processed by the GDPS into 1–1.5-GB Level 1b
data.
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There were a number of important design drivers for the
GDPS. First, the high data rate of OMI and second the almost
infinite ways in which the instrument can be programmed for
readout. The former implied that very robust software with a
good performance had to be developed and the latter that the
software needed to be able to handle all possible instrument
configurations. A third design driver was that OMI performs
different types of measurements for different groups of users:
radiance and irradiance measurements are used for Level 2
product generation while calibration and irradiance measure-
ments are used by calibration scientists. Each of these user
groups has specific needs, and these are accommodated by the
GDPS in the form of various output products. In order to be
able to discuss the impact of these design drivers we discuss
in Section II, the operations and data processing concept of
the OMI instrument. In Section III, the development and some
aspects of the architecture of the GDPS are discussed. In
Section IV, a forward model of the signal flow through the OMI
instrument is presented, and in Section V this model is inverted
and discussed in terms of the actual correction algorithms
implemented in the GDPS. Section VI focuses on the flagging
and the flag-related metadata in the GDPS output products.
Conclusions are presented in Section VII.

This paper is intended to serve as a comprehensive reference
guide for users of OMI (Level 1b) data in combination with [2]
and [6]. It also serves to demonstrate the integrated approach
between data processing, instrument operations, and calibration
that has been implemented for OMI.

II. OPERATIONS AND DATA PROCESSING CONCEPT

A. Instrument Operations Concept

The Aura satellite has an orbital period of 98.9 min at an
inclination of 98.2 and an altitude of 705 km. On the day
side of the orbit OMI performs radiance measurements (in
short EARTH) and on the night side calibration measurements.
These calibration measurements consist of White Light Source
(WLS) measurements, LED measurements (LED), and dark
current (DARK) measurements [2]. Near the North Pole, irra-
diance measurements (SUN) are performed at a daily, weekly,
and monthly frequency depending on the diffuser that is used
[2]. EARTH, SUN, WLS, LED, and DARK are referred to as
MeasurementClasses. In the GDPS, each MeasurementClass
has its own processing flow in terms of corrections applied to
the measurements. OMI allows a very flexible readout based on
parameters like Master Clock Period, exposure time, binning
factors, gain switch columns, gain values, and row skip values
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Fig. 1. Operations baseline for OMI based on the orbital repeat cycle of Aura (466 orbits). Each horizontal line corresponds to roughly one day of 15 orbits
except once per week when the weekly orbits (green) are executed. One day per month OMI performs spatial zoom-in measurements (purple N2 orbits) and also
the monthly orbits (orange) are executed.

[2]. A baseline has been defined of 178 specific instrument
settings that are referred to as measurement types. Each mea-
surement type has an associated Instrument Configuration
Identifier (IcId) and a version number. An important aspect of
the operations concept is that for each measurement type of
MeasurementClass EARTH, SUN, WLS, and LED, an accom-
panying dark measurement is performed in the same orbit.

The measurement types constitute the building blocks of the
OMI operations. At the higher level a total number of nine types
of orbits have been defined with the following names: Nominal
1 (N1), Nominal 2 (N2), Daily (D), Weekly 1 (W1), Weekly 2
(W2), Weekly 3 (W3), Monthly 1 (M1), Monthly 2 (M2), and
Monthly 3 (M3). Each orbit type consists of a fixed sequence
of measurement types. The Appendix provides a list of all mea-
surement types, their IcId and MeasurementClass, and the orbit
types in which they are executed. A number of measurement
types were only used during the launch and early operations
phase of the mission for the purpose of instrument check-out
and in-flight calibration.

At the next higher level the orbit types are executed in a spe-
cific sequence with a periodicity of 466 orbits. The latter co-
incides with twice the orbital repeat cycle of the Aura satel-
lite. This operations schedule is shown in Fig. 1. One orbit per
month when the M3 orbit is executed, which contains only dark
measurements, OMI does not perform radiance measurements.
Also, one day per month OMI performs spatial zoom measure-
ments (N2 and M1 orbits). Because of the orbital repeat cycle
these always cover the same groundtracks. All other days OMI
performs global measurements on the day side of the orbit re-
sulting in global coverage. OMI observes standard 60 ground-
pixels (13 km 24 km) across the swath in the UV2 (307–383
nm) and VIS (349–504 nm) channels and 30 groundpixels (13
km 48 km) in UV1 (264–311 nm). For spatial zoom measure-
ments these numbers remain the same but both the total swath
width and the groundpixel size are reduced by a factor two [2].

The most frequently executed orbit is the Nominal 1 orbit.
The measurement types for this orbit are the Global Arctic,
Global Midlattitude, and Global Tropical and their accompa-
nying darks. These measurement types only differ in the gain-
switching and exposure times (and hence the number of co-addi-

TABLE I
MEASUREMENT CLASSES OF OMI AND THE RELATED OUTPUT PRODUCTS

tions) that are applied to accommodate variations in the radiance
levels along the orbit. During the ozone hole “season” the global
Arctic is, near the South Pole, replaced by a global ozone hole
measurement type that is optimized for measuring ozone hole
radiances by changing the so-called gainswitch columns on the
charge-coupled device (CCD). The net effect is that the signal
amplification in the UV1 channel is reduced in order to avoid
saturation by the increased radiance levels during ozone hole
conditions.

OMI flies from south to north on the dayside. The switching
between different measurement types along the orbit is a func-
tion of orbital phase. This makes OMI operations independent
of season. For example, for the N1, D, W1, W2, W3, M2 orbit
types, the sequence for the dayside part is as follows: arctic,
midlatitude, tropical, midlatitude, and arctic. The operational
scenario has been optimized to provide consistent and uninter-
rupted science data.

B. Data Processing Concept

In the previous section we discussed the concept of Mea-
surementClass and its relation to the operations scenario. In
addition to each MeassurementClass having its own processing
flow in the GDPS, the results are written in separate output
products. For OMI six output products have been defined.
Their relation to each MeasurementClass is given in Table I in
which the so-called product shortnames are used. The filename
convention for OMI Level 1b products follows that for Aura.
It consists of a instrument/platform/product-level identifier,
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Fig. 2. Data processing concept for the GDPS. The GDPS ingests OMI
measurements, ancillary data (attitude and ephemeris, snow-ice maps) and
calibration constants from the OPF. The OPF is fed from the on-ground and
in-flight calibration databases. The in-flight calibration database is fed from the
irradiance and the calibration product. Radiance products and the irradiance
product are used for further processing to Level 2 data products.

the product shortname, measurement date-time, orbit number,
ECS collection version number and production date-time.
Each product file (granule) starts at spacecraft midnight and
contains one orbit worth of data. The measurement date-time
in the filename is the time of spacecraft midnight at the start
of the granule. The ECS collection version number indicates
the release version of OMI data. An example file name is
OMI-Aura L1-OML1BRUG 2005m0511t1648-o04375 v002-
2005m0512t172 006.he4. Files are based on the HDF-EOS 2.x
format and make use of so-called swath datasets.

The way in which the GDPS ingests and outputs data has been
an important design driver for the ground segment. In Fig. 2
the functional data flow is shown. The GDPS ingests Level 0
data from the instrument, attitude and ephemeris data for the
spacecraft (also called DPREP) and ancillary data like NISE
snow-ice maps. Another important input file is the so-called Op-
erational Parameter File (OPF) that contains all calibration con-
stants needed for processing. This file is fed from the on-ground
and in-flight calibration databases. The latter is in turn fed from
the information in the OML1BCAL and OML1BIRR products.
In this way it is possible to maintain the in-flight calibration.
The operational concept guarantees that all required measure-
ments are performed that are needed to track the instrument per-
formance and to accommodate instrument changes in the cali-
bration constants. Whenever a calibration measurement is not
available it can be rescheduled depending on its importance. A
measurement can be missed because of, for example, spacecraft
maneuvers. However, spacecraft maneuvers are normally sched-
uled at times that do not conflict with the most important OMI
calibration measurements.

The actual processing is spread over a number of facilities in
the U.S., The Netherlands, and Finland. These facilities are the
OMI Science Investigator-led Processing System (OMI-SIPS),
the OMI Dutch Processing System (ODPS), the Trend Moni-
toring and Calibration Facility (TMCF), and the Sodankyla Re-
ceiving Station. OMI data products are stored in the Goddard

Fig. 3. Layout of the OMI ground segment showing the data products
that are exchanged. The facilities are spread over the U.S. (OMI SIPS and
GES-DAAC), The Netherlands (ODPS and TMCF), and Finland (Sodankyla).
The OMI instrument on that Aura spacecraft generates Level 0 (L0) data.
These are down-linked and send to the GES-DAAC. The GES-DAAC ships
these data together with attitude and ephemeris data (DPREP) and Ancillary
data to the OMI SIPS where they are processed to Level 1b and Level 2 (L2)
data products. These are shipped to the GES-DAAC and the ODPS/TMCF
where they are used for Level 2 product generation (ODPS) and calibration
purposes (TMCF). The TMCF updates the OPF that is shipped to the OMI
SIPS that forward it to the GES-DAAC. The GES-DAAC forward it then to the
Sodankyla processing system.

Earth Science Distributed Active Archive Center (GES-DAAC).
The OMI-SIPS produces Level 1b and Level 2 products, while
the ODPS only produces Level 2 products. The Sodankyla sta-
tion produces Very Fast Delivery Level 2 products for Northern
Europe based on Direct Broadcast data from the Aura space-
craft. Both higher level products and Near Real Time products
will be available in the near future.

The high data rate of OMI, in combination with the large
numbers of instrument configurations and calibration constants,
makes it impossible to maintain the in-flight calibration without
resorting to automation. For that purpose the TMCF was devel-
oped. This facility produces a large number of special calibra-
tion products, based on OML1BCAL and OML1BIRR that can
be used to trend the calibration constants. A number of these
products can be directly inserted into the OPF.

Fig. 3 shows the various processing facilities and the products
that are exchanged. OMI standard data products are made avail-
able for users via the GES-DAAC that provides various tools
and means to access the data. Data consistency is maintained by
having all processing centers using identical Operational Param-
eter Files and identical versions of the software. The OMI Con-
figuration Tracking Board checks that these conditions are met.
Whenever an OPF is not available forward processing is halted
except for the Near Real Time production that continues with the
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most recent OPF that is available. For reprocessing campaigns
all OPFs and software that are required are first staged before
the actual reprocessing starts.

III. DEVELOPMENT AND ARCHITECTURE OF THE GDPS

The GDPS was developed by Dutch Space according to the
PSS-05-lite standard [4]. This standard defines a User Require-
ments phase, a Software Requirements/Architectural Design
phase, a Detailed Design and Production phase and a Transfer
phase. Formal, external reviews are an integral part of these
development phases. The approach is evolutionary in the sense
that at each milestone all requirements are again reviewed. The
milestones for the GDPS were: the User Requirement Review
(July 1999), Software Requirements/Architectural Design
Review (April 2000), Detailed Design Review (May 2001),
Provisional Acceptance Reviews (June 2002, May 2003), and
the Final Acceptance Review (December 2004). This schedule
was mainly driven by the foreseen launch date of Aura that
slipped on various occasions.

The software development process involved three parties,
each with their own responsibilities. A science team that was
responsible for drafting and developing the science algorithms;
a software team consisting of software engineers for the design
of the software and implementation of the algorithms and an
independent test team responsible for the verification of the
software. The validation of the software was a joint respon-
sibility of the science team and the test team. This approach
combines the best of both science and engineering worlds, and
has led to very robust, high-quality software with scientifically
correct functionality.

A lot of effort was spent on verification and validation of
the software. There is an important difference between software
verification and validation. For an instrument, or its properties,
a physical model can be constructed. Verification serves to test
whether the model is correctly implemented in the software.
Validation serves to check whether the model is a correct repre-
sentation of the instrument properties.

The verification of the GDPS consisted of three levels of
testing, Unit tests, Integration tests and System and Acceptance
tests, each with a high level of automation. Additionally, in-
dependent code reviews were held and third party test tools
were used for detecting problems related to memory leaks and
memory corruption and for measuring test coverage.

Starting about a year before launch, the GDPS was used
in a large number of ground system end-to-end tests. These
consisted of so-called Mission Operational Science Simulations
during which OMI data were played-back at the polar ground
stations. The data flowed through the ground segment and
were processed by the OMI SIPS and the ODPS up to and
including Level 2 products. Another type of end-to-end test
was performed during on-ground testing of the spacecraft when
instrument data were also pushed through the ground system
and processed.

It is not possible to describe the GDPS architecture in full de-
tail but three of the various main components are: the Preparator,

the Processor and the Output Generator. The Preparator recon-
structs the images that have been measured from the engineering
telemetry and the video data of the UV and VIS channel. An
important feature of the Preparator is that it hides as much of
the instrument’s complexity as possible. This allows the algo-
rithms, which are the most subject to change, to be developed
in a generic, more straightforward manner.

The component Processor processes the images containing
the instrument data into physical quantities like radiances, irra-
diances and calibration data. This occurs in a pipeline fashion
in the sense that sequential measurements are sequentially pro-
cessed and are considered to be independent. The algorithms
used are discussed in Section V. The third component is the
Output Generator that generates the output products and the
metadata.

It is possible to use the GDPS in combination with a Level 0
Preprocessor (L0PP). This L0PP can be used to reformat data
from various sources into a format that can be ingested by the
GDPS. The L0PP is capable of removing artifacts, such as du-
plicate and out-of-order data from the Level 0 data stream. It
has been used for processing raw telemetry from the satellite,
on-ground calibration measurements, data from an instrument
simulator, and data from a Test Data Generator.

IV. FORWARD MODEL

In this section a forward model for the signal flow through the
instrument is presented. This forward model serves as a guide
for the inverse model discussed later.

OMI can be considered as a system with four components: a
telescope, a spectrograph, a detector, and readout electronics.

In the following a systematic description is given of all four
elements, in terms of the signal flow through each element.

A. Telescope

There are three different ways in which light can pass through
the OMI telescope (see [2, Fig. 1]).

1) Light can enter the telescope through the nadir port,
through aperture (001), is then reflected off the primary
mirror (103), goes through the scrambler (005) and is
then focused by the secondary mirror (007) on the spec-
trograph slit (008).

2) Light can enter via the sun port, passes through the mesh,
then falls on one of the three reflection diffusers, is re-
flected off the folding mirror C03 toward the scrambler,
from where it follows the same path as light that enters
through the nadir port.

3) Light from the onboard White Light Source is reflected off
mirror C10, transmitted through the transmission diffuser
C05 and after reflection off the folding mirror C03 follows
the same path as that of a solar light beam.

These three different light paths result in three different de-
scriptions of the signal that is incident on the spectrograph slit

(in photons per second per radian per nanometer).

Radiance measurement:

(1a)
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Irradiance measurement:

BRDF
(1b)

WLS measurement:

(1c)

Here, is the wavelength, is the viewing direction (the
swath angle), is the polarization state of the incident light,

is time, and BRDF is the Bidirectional Reflection
Distribution function of an internal diffuser. The different
indicate the specific throughputs of the different optical paths.
A key design element in OMI is the choice to have the primary
mirror made of the same material as the folding mirror so that

is equal to apart from a factor related to the
mesh in the irradiance light path. The throughput functions are
independent of polarization state of the incident light because
of the polarization scrambler, and a design property of the first
scrambler surface that serves to compensate to a large extent
for polarization effects induced by the primary mirror.

For radiance observations, the nadir direction is imaged at the
center of the spectrograph slit and the extreme swath angles at
the edges of the slit. For irradiance observations, the slit receives
light from different parts of the diffuser, as a function of position
along the slit.

B. Spectrograph

The spectrograph projects an image of the slit on the detector
while dispersing the signal in the spectral direction. This can
be described by a multiplication with the throughtput-function
of the specific channel optics ( for UV-1, UV-2 ,
and VIS) and a convolution with the slit function

(2)

Note that each (sub)channel has its proper slit function as is
reflected in the different spectral resolutions. The slit function
also varies as a function of swath angle . The entrance slit of
the spectrograph has small irregularities along the slit due to
manufacturing limitations. These are captured by the function

.
Unwanted internal reflections (e.g., from the grating) will

cause out-of-band (spectral) and/or out-of-field (spatial) stray
light. The amount of stray light scales with the amount of useful
light, often in a very complex way [2]. Symbolically, we can
write

(3)

C. Charge Generation on the CCD

The photon field incident on the detector is now given by
. Let be a coordinate system on the CCD

with the centres of the CCD pixels located on a grid .
We can write and with and func-
tions that provide the mapping between CCD coordinates and

Fig. 4. Concept of small pixel data. The middle of the figure shows the
measurement: four consecutive exposures are performed, each at a different
time. The four exposures are, onboard, digitally co-added but the four measured
small pixel columns (dark blue, red, yellow, purple) are kept apart. The
Level 0-1b processor combines the four small pixel columns and generates a
complete image for one MCP but also outputs the four measured small pixel
columns separately in the Level 1b product. The result is shown at the bottom
of the figure. The process of row binning is not shown in the figure. It occurs
automatically when each of the four exposures is read out. In this example
the number of co-additions is four but it can equally be five, two or one. The
number of small pixel columns will vary accordingly.

wavelength and viewing direction. In the ideal case each CCD
pixel column would correspond to a specific wavelength and
each CCD pixel row to a specific viewing angle (so
and ). OMI has, however, a clear spectral smile and
also a small spatial smile.

The sensitivity of CCD pixel is a function of the pixel
response function (PRF) of that pixel PRF . To cal-
culate the number of electrons generated in a pixel we have to
integrate the photon field multiplied by the pixel response func-
tion over the surface area of the pixel

PRF

PRF

(4)

with the Jacobian accounting for the curved
projection of the photon field on the rectangular CCD pixel grid.
The typical full-widths at half-maximum of a PRF in the two
relevant CCD directions determine the spectral and spatial sam-
pling distances of a pixel. These set the effective integration
limits in the above integral.

The photons incident on a CCD pixel create free electrons at a
rate proportional to the quantum efficiency. It is possible to write
the pixel response function PRF as a dimensionless normalized
PRF times the quantum efficiency (QE) of that pixel. For prac-
tical purposes it is useful to write the quantum efficiency of a
pixel as the average quantum efficiency of the CCD at the typ-
ical wavelength of the pixel times a pixel-specific pixel response
nonuniformity (PRNU)

QE QE PRNU (5)
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By combining (1)–(5) we can (symbolically) write

PRNU (6)

In this expression, is the (radiance, irradiance, or WLS)
input spectrum at OMI resolution, is the slit irregularity and

is the appropriate response function. This function contains
the throughput along an optical path and the average quantum
efficiency. Note that in (6) we have multiplied with the exposure
time .

A second source of charge generation in a pixel is dark cur-
rent. The amount of dark current is a simple function of tem-
perature and doubles, roughly, every 5 K. The temperature be-
havior of the dark current has been characterized both on-ground
and in-flight over a temperature range of 263–303 K. During
nominal operations the (actively controlled) CCD temperature
is constant within 10 mK. The operations scenario guarantees
that for every measurement (SUN, EARTH, WLS, LED) a cor-
responding dark measurement is performed resulting in an op-
timal dark current characterization. For the OMI CCDs there is
only a very slight difference between the dark current distribu-
tions in the image area and in the (masked) storage area.

D. CCD Readout

The OMI CCDs are frame-transfer CCDs and a discussion
of the transfer of charges is facilitated by using the picture of
parcels of electrons travelling over a fixed grid of CCD pixels. In
each pixel, in which a parcel resides for some time, the amount
of electrons contained in the parcel changes due to illumination
by photons and/or dark current. The transfer of a parcel over the
CCD occurs in six steps.

Step 1) Rapid transfer of the parcel from the top of the CCD
to the pixel location in the image area where the
exposure takes place.

Step 2) Exposure to “useful” signal (actual measurement of
duration ).

Step 3) Rapid transfer from image region to corresponding
location in storage region.

Step 4) (Slow) vertical transfer through storage region, to-
ward the read-out register.

Step 5) Transfer of the parcel into read-out register. Mul-
tiple parcels, that is, multiple CCD rows, are added
in the read-out register (binning).

Step 6) Horizontal transfer through the read-out register to-
ward the output capacitance at which the charge
content of a parcel is measured in terms of a voltage
over the capacitance.

During each of these steps the dark current contribution to a
parcel increases proportional to the time the parcel spends in a
specific pixel and the (typical) dark current of that pixel.

During Steps 1) and 3), the parcel moves rapidly over the
image area of the CCD. Because this area is illuminated during
these transfers, additional charge is added to the parcel. This
additional charge is called the smear signal. For a constant il-
lumination it corresponds to the integrated signal along a CCD
column times the ratio of the frame transfer time over the ex-
posure time. Furthermore, the image areas of the OMI CCDs
have a few masked rows at the top of the CCDs and near the

storage area. The parcels that have their useful exposure [Step
2)] in these masked pixels contain in the end only information
about the smear signal (in addition to dark current signal). This
information can also be used for correction of the smear effect.
When a parcel moves to the next pixel a tiny fraction of the
charge in the parcel is left behind. At the same time the parcel
picks up some charges left behind by the preceding parcel. This
effect is related to the charge transfer efficiency (CTE) of the
CCD pixels. For the OMI CCDs less than 1% (on average about
0.5–0.7%) of charge injected at the top of a CCD does not arrive
at the output capacitance. For charges injected in the lower part
of the image area the amount of charge left behind is even less.
Because the charge in a parcel changes continuously, because
of illumination and/or dark current, modeling of CTE effects
involves considerable bookkeeping.

Both numerical and analytical models have been developed
in the OMI project to describe CTE effects on the useful signal,
on the smear signal and on the dark current. Charge transfer ef-
ficiency can basically be modeled as a random walk process in
which there is a probability q that an electron makes a step to
the next pixel and a probability 1-q that it resides in a pixel.
For this process probability matrices can be constructed that are
applied in Markov chains taking into account the “loading” by
illumination and dark current. Summing up the probabilities for
a complete readout results in an upper diagonal response matrix
that relates the signals, that are read out at the output capaci-
tance of the CCD, to the original charges on the CCD. Note that
for charge transfer CCDs two response matrices are required:
one for the transfer through the readout register and one for the
transfer along the CCD columns. Symbolically, we can write

CTE

(7)

with CTE the charge transfer efficiency response function and
a complicated function describing the dark current build up

and charge transfer effects on the dark current.
In summary, the signal flow on a CCD depends on the dark

current build-up, the useful signal incident on the CCD, the
smear signal and the charge transfer effects.

E. Read-Out Electronics

When the signal (the “parcel” of electrons) reaches the
read-out electronics, the accumulated charge is converted to
an analog voltage at the capacitance of the CCD. The CCD
preamplifier causes a small nonlinearity in this process. The
signal is further amplified by the DEM-amplifier that sets the
gain, and the correlated double sampler (CDS)

(8)

Here, is the charge-to-voltage conversion factor, the func-
tion describes the nonlinearity, describes the
gain factor and is the CDS gain. The signal is then con-
verted from an analog video signal to a digital signal as follows.
The CDS samples both the (useful) video signal and a reference
level, and subtracts these samples to minimize read-out noise.
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To the resulting signal a small, gain-dependent, offset voltage
is applied to ensure a positive signal

(9)

The resulting voltage is then fed into the 12-bit analog–digital
converter that converts the analog signal from (volts) to digital
counts (ADC counts)

(10)

A number of individual CCD read-outs (images) will nor-
mally be co-added in the 16-bit co-addition register.

(11)

The number of co-additions is determined by the Master Clock
Period (MCP) and the exposure time that are both pro-
grammable MCP . For each CCD
one CCD pixel column is also down-linked without co-adding.
These are the so-called small pixel columns. In the flight-direc-
tion their footprint is determined by the exposure time and not
by the MCP (see Fig. 4).

The co-added signal and the small pixel data are the output
of the read-out electronics. These signals are, after some data
formatting by the electronic unit (ELU), sent to the spacecraft,
via the Interface Adaptor Module, for downlink.

Equation (9) merits some additional discussion. The offset
voltages should in principle be a constant voltage.
In practice this offset shows a drift along each orbit [2].
This drift seems to correlate with the temperature of the
(not-thermally stabilized) electronic unit. Studies have revealed
that the offset voltage in fact contains two contributions: a
gain-dependent bias from the CCD and an offset from the
ELU CDS electronics that are both temperature dependent

CCD ELU. In
principle, the offset can be determined from the readout register
after a drain dump [2]. In practice a difference was found
between the offset determination from the readout register and
the image area of the CCD. The empirical relation between
these two is used to correct for the offset in the CCD image
area using the readout register offset determination.

Another noteworthy effect is the so-called gain-overshoot.
When gain switching is applied it takes the electronics a few
pixel readout times to stabilize. The offset drifts during this pe-
riod gradually to its new value. It is a small effect that has been
modeled as an additive contribution to in (9).

V. ALGORITHMS IN THE GDPS

A. Correction Algorithms

In this section, we describe the correction algorithms that
are used in the GDPS. The order in which the corrections are
applied, and whether they are applied, is determined by the
MeasurementClass of a measurement. The science data pro-
cessing flow for the different MeasurementClasses is shown in
Figs. 5–10. Fig. 5 shows a generic part that applies to all Mea-
surementClasses.

Fig. 5. Science data processing flow common to all measurement types.

The inversion of the forward model in the GDPS involves fif-
teen correction algorithms for radiances and one additional for
irradiances. All correction algorithms use correction parame-
ters stored in the Operational Parameters File (OPF). The offset,
stray light and smear correction algorithms also use the actual
signal on the CCD. The parameters stored in the OPF result from
the on-ground and in-flight calibration activities as described in
Section II-B. The choice to mainly use correction parameters
from an OPF in stead of the actual measurements is driven by the
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Fig. 6. Science data processing flow for EARTH measurements.

fact that the parameters in the OPF are derived from numerous
(calibration) measurements and, therefore, have a better preci-
sion than correction parameters based on a single measurement.
However, the processor also contains a number of flagging al-
gorithms that set flags in the data product when a measured pa-
rameter deviates too much from its OPF value. Next to the cor-
rection algorithms and the flagging algorithms the GDPS also

Fig. 7. Science data processing flow for SUN measurements.

contains calculation algorithms that are used to evaluate OPF
parameters for each measurement. These calculation algorithms
are not shown in the Figs. 5–10. Such an evaluation consists of
applying, e.g., wavelength, binning factor, or temperature cor-
rections to an OPF parameter. Calculation algorithms in general
use OPF parameters to calculate the parameters needed in cor-
rection and flagging algorithms.

The correction steps involved are listed below with references
to the applicable expressions in the forward model (Section IV).
Step 17) only applies to irradiances. For the trivial and straight-
forward correction steps a short description is provided.

Step 1) Co-addition division: Division by number of
co-added images (11).

Step 2) ADC conversion: Division by the ADC conversion
factor (10).
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Fig. 8. Science data processing flow for WLS measurements. Dead pixel
identification is currently bypassed for standard processing.

Step 3) Offset correction: Subtraction of the gain-depen-
dent offset voltage (9). The GDPS determines from
the readout register, after a drain dump, the average
offset of all columns with a specific gain. Using
OPF-based correction parameters this offset is then
scaled to the offset in the image of the CCD and the
resulting value is subtracted.

Step 4) Gain overshoot correction: For a number of pixels
after a gain switch a small additional offset is sub-
tracted (9). These values are taken from the OPF
that contains values for all possible gainswitches.

Fig. 9. Science data processing flow for LED measurements. Dead pixel
identification is currently bypassed for standard processing.

Step 5) Electronic conversion: Division by the product
(8). This correction transforms

the analog voltage to electrons on the output ampli-
fier of the CCD and takes out the gain factor.

Step 6) Nonlinearity correction: This correction accounts
for the nonlinearity of the CCD preamplifier (8).
The correction consists of a polynomial whose co-
efficients are taken from the OPF.

Step 7) Binning factor division: Division by the binning
factor used in the read-out register.

Step 8) Dark correction background: Subtraction of a dark
current image obtained with identical CCD clocking
settings as the measurement to which it is applied
(7). This insures that the dark current build-up and
its charge transfer effects are properly corrected
for. The dark current image is taken from the
OPF and is identified by the IcId and its version
number. A calculation algorithm evaluates the OPF
dark current image for the CCD temperature at the
time of measurement. Note that the temperature
dependence of the dark current is accurately known
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Fig. 10. Science data processing flow for DARK measurements. The
CTE correction and the dead pixel identification are bypassed for standard
processing.

and that the CCD temperature is very constant
during nominal operations.

Because of radiation damage the dark current of
individual CCD pixels may increase permanently
[2]. This can only be corrected for by using the most
recent background dark current images for data pro-
cessing. At the time of writing the background dark
images in the OPF are updated once per month.
Preparations are ongoing to be able to provide an
OPF for each orbit that contains the actual dark
measurements of that orbit. This will be used for
reprocessing campaigns.

Step 9) Charge transfer efficiency (CTE) correction: First,
all CCD rows, each considered as a vector, are
multiplied by the inverse CTE response matrix for
horizontal charge transfer in the read-out register.
Then all CCD columns, each again stored as a vector,
are multiplied by the inverse CTE response matrix
for vertical charge transfer. In case of binning, the
response matrix for that pixel, in a collection of
binned pixels that is closest to the readout register
is used. In principle the response matrices are
upper-diagonal but, because the CTE of OMI is
currently very good, only a band diagonal matrix
is used and other off-diagonal elements are taken
zero. When the background dark correction has
been applied the term in (7) has
already been corrected for and the CTE correction
algorithm only acts on the useful signal and the
smear signal. In the case that the OPF does not
contain a background dark image for a specific
instrument configuration the CTE correction works
on the combined useful, smear and dark signal.
Currently the charge transfer over the OMI CCDs
is so good that this algorithm is effectively not
applied.

Step 10) Dark correction fallback: In case a background
dark current image for a specific instrument config-
uration is not available in the OPF a synthetic dark
image is constructed by the GDPS. The OPF con-
tains pixel-based dark current maps. Based on the
CCD clocking sequence during the measurement
the resulting dark current in each pixel is calcu-
lated. It contains contributions from the exposure,
the frame transfers, and the CCD readout. Also, a
temperature correction is applied to account for the
CCD temperature at the time of the measurement.

Step 11) Exposure smear correction: Subtraction of smear
contribution. In the OPF the users can set a pa-
rameter to preselect the correction algorithm that
will be applied. One algorithm subtracts an esti-
mate of the integrated signal along a CCD column
multiplied by the ratio of the frame transfer time
(4.32 ms) and the exposure time (nominally 0.4 s).
This algorithm is exact in case of constant illu-
mination (in time). Because during readout of the
CCD various pixel rows are skipped there is no in-
formation available about the illumination levels at
those pixels. The algorithm determines the average
signal levels inside and outside the image area of
the CCD (using, e.g., information from the stray
light rows) and then calculates the smear contribu-
tion from the known number of CCD rows inside
and outside the image area.

The second algorithm is based on a linear in-
terpolation over the CCD (in the swath direction)
between the smear signal in the masked upper and
lower dark rows. This algorithm corrects to some
extent for time variations in the scene but is more
sensitive to noise. The first method is the baseline
for standard processing.

Step 12) PRNU correction: Divides the CCD image by a
PRNU map (6). In this way the pixel-to-pixel vari-
ations in quantum efficiency at a specific wave-
length are accounted for. For binned images the
average PRNU values of the binned pixels are used
in the algorithm. This corresponds to the approxi-
mation that each of the binned pixels has received
an equal number of photons.

Step 13) Exposure time division: Division by the exposure
time used during the measurement.

Step 14) Stray light correction: Subtraction of spectral stray
light (3). Reference [2] provides a detailed discus-
sion of the stray light features in OMI. Currently the
stray light correction algorithm is fairly straightfor-
ward. In the OPF a number of wavelength ranges is
giventhatdefineso-calledsourceandtargetregions.
For each source region the average signal is calcu-
late using the information over the complete swath.
This signal, multiplied by a transfer-factor from the
OPF, is subtracted from all pixels in a target region.
The transfer-factor is a polynomial that distributes
the stray light over the source region. There is also
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TABLE II
PIXEL QUALITY FLAGS

the possibility to subtract the signal in the stray light
rowsaboveandbelowatarget regionfromthepixels
in the target region.

Step 15) Slit irregularity correction: Division by a function
that describes the slit irregularity [ in (6)]. For
binned measurements the function is first binned
before applying the correction.

Step 16) Radiance Sensitivity (EARTH) and Irradiance Sen-
sitivity (SUN) correction: Multiplications with

the radiance sensitivity function or the irradiance
sensitivity function [ in (6)]. These functions
are stored for each pixel in the OPF as a func-
tion of wavelength and CCD row. The algorithm
interpolates these functions to the actual wave-
length of each pixel during the measurement.
This accounts for variations of the wavelengths
due to temperature variations of the optical bench
(telescope and spectrograph) along the orbit. Also,
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the functions are binned in case of binned mea-
surements.

For the irradiance sensitivity correction an
additional step is required because the irradiance
calibration depends on the incident angles of the
solar signal on a diffuser. This function is stored
in the OPF for each diffuser in the form of the
coefficients of a multi-dimensional polynomial
that depends on the solar azimuth angle, the
solar elevation angle, CCD row and wavelength
[2]. The algorithm evaluates the polynomial for
each measurement and the signal is divided by
the result.

Step 17) Irradiance averaging: Each solar observation con-
sists of multiple measurements at different eleva-
tion angles. The algorithm averages the individual
measurements to improve the signal-to-noise ratio
and to average out variations caused by diffuser
features that vary with the solar elevation angle.
Pixels that are identified as transients are excluded
from this average. The algorithm also permits
calculation of a running average over the CCD
rows to further minimize the effect of diffuser
features. The number of CCD rows involved in
the average is a tuneable parameter but cannot
be too large because of the spectral smile. A too
large value would effectively result in a widening
of the slit function.

The noise associated with the signal is calculated in a
straightforward way. The signal (in electrons) consists of a
photon-induced signal and a dark signal contribution. Both
the photon-induced signal and the dark current shot noise
are assumed to be Poisson noise. To these Poisson noise
contributions the small contribution by the readout noise is
added. The latter is obtained from the variance of the signal in
the readout register after a drain dump. The noise is calculated
after the nonlinearity correction and then propagated through
the remaining correction steps. Because an increasing number
of CCD pixels exhibit random telegraph signals (RTS) this
noise model needs to be revised. RTS is the effect that pixels
that suffer from radiation damage exhibit dark current levels
that vary in time [2]. For pixels showing small amplitude
RTS behavior it is possible to interpret this behavior as an
additional noise contribution. In the near future this will be
included in the GDPS.

For most pixel-dependent parameters (dark maps, PRNU, ra-
diance conversion functions, wavelength polynomial parame-
ters), the OPF contains values for unbinned measurements. This
is useful because it allows, via averaging, the OPF entries to be
applied to all measurement types regardless different binning
factors. Also new measurement types can easily be introduced
without introducing large changes in the GDPS and the OPF. It
means that the GDPS computes for each measurement row the
corresponding first- and last CCD row and averages the param-
eters from these rows and the rows in between.

There is, however, a limitation coupled to this method, which
is clear if we write out the equations for a general correction with

n rows binnned. The measurement forward model step shows up
as follows:

But, after correction, we do not exactly retrieve the average of

For smoothly varying calibration parameters ( constant)
the discrepancy disappears and this is the case for the majority
of the cases. A problem exists for the radiance and irradiance
correction at the most extreme viewing angles. The radiometric
sensitivity of OMI drops so rapidly at these rows that the ap-
proximation fails. Level 2 products do not to seem to suffer from
this effect but more detailed studies and product validation are
required to come to a final assessment.

B. Spectral Calibration

The procedure for spectral calibration is based on the fact that
the spectral calibration of OMI changes only slightly as a func-
tion of the temperature of the optical bench (OPB). Furthermore,
OMI provides a very stable thermal environment with a high re-
peatability of the OPB temperature along the orbit. Therefore, it
has been decided to parameterise the wavelength calibration as
a function of OPB temperature and CCD column number. The
OPB temperature is a weighted average of the four temperatures
that are measured by four thermistors at various locations on the
OPB.

The OPF contains wavelength polynomial coefficients for all
image rows for a given reference temperature of the OPB. The
OPF also contains polynomial coefficients to evaluate the wave-
length polynomial coefficients at different OPB temperatures.
The temperature of the OPB at the time of a measurement is used
to calculate corrected wavelength polynomial coefficients for
each image row, that is, for each (ir)radiance spectrum. These
corrected wavelength polynomial coefficients are provided in
the Level 1b radiance and irradiance products. The reason for
providing wavelength polynomial coefficients in the Level 1b
data products, in stead of providing actual wavelengths, is that
it considerably reduces the size of a data product.

The aforementioned steps are referred to as wavelength
assignment. Based on in-flight results it turned out that for the
wavelength assignment for radiance measurements an addi-
tional step was needed. Inhomogeneous scenes (mainly because
of the presence of clouds) result in an inhomogeneous illu-
mination of the spectrograph entrance slit. As a consequence
the effective slit function is weighted with the illumination
pattern resulting in small wavelength shifts. It turns out that
an empirical relation exists between the measured variations
in the small pixel signals and the observed wavelength shifts.
This empirical relation is used in the GDPS to correct for these
variations.

Next to the wavelength assignment the GDPS also performs
a wavelength calibration for each measured irradiance spectrum
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and each nadir radiance spectrum. The result of this calibration,
in terms of wavelength polynomial coefficients, is stored, to-
gether with the OPB temperature and the OPB thermistor read-
ings, in the Level 1b Calibration product. This product is used
in off-line analyses to derive and monitor the wavelength and
OPB-temperature polynomial coefficients contained in the OPF.
The rationale for this approach is that the spectral calibration,
resulting from many spectral fits, is anticipated to be more ac-
curate and stable than the spectral calibration obtained from an
individual measurement.

The spectral calibration that is performed on each spectrum
is based on a fit of the Fraunhofer structures in optimized spec-
tral windows in the UV-1, UV-2, and VIS channel. Typically 6
to 21 windows are used in a channel. The central wavelengths
of these windows are determined by the fits. Then a polyno-
mial fit is performed over each (sub)channel and the resulting
polynomial coefficients are written to the Level 1b Calibration
product (evaluation of a polynomial gives wavelength as func-
tion of CCD pixel column number).

Each (nonlinear) fit is based on minimizing, in chi-square
sense, the differences between a high-resolution solar spectrum,
convoluted with the OMI slit function and therefore at OMI res-
olution, and the measured spectrum in a window. For radiance
measurements it is possible to include an ozone cross section
and a Ring contribution in the fit (both at OMI resolution). Also,
it is possible to choose between a direct fit of the measured spec-
trum or the logarithm of this spectrum.

Of paramount importance for the above outlined approach is
that during the on-ground calibration period the slit function of
OMI has been measured on pixel level. The combination of an
accurately known slit function, together with a high-resolution
solar spectrum, provides the required spectral knowledge.

The solar spectrum and the Ring spectrum (both at OMI
resolution) that are used for spectral calibration are stored in the
OPF at laboratory wavelengths. Because measured irradiance
spectra are Doppler shifted these are first Inverse Doppler
shifted, then the spectral fit is performed and finally the result
is again Doppler shifted before being written in the output
product.

C. Geolocation Calibration

Based on the elevation and azimuth angles for each pixel line
of sight, the time of measurement and the spacecraft ephemeris
attitude the SDP toolkit [5] is used to determine the geoloca-
tion of the center of each groundpixel. The spacecraft attitude
data serves as an external input to geolocation calculation. In
the flight direction the time stamp at the middle of all co-added
exposures is used. In the swath direction the lines of sight of the
pixels involved, taken from the OPF, are averaged over a range
of CCD columns. This makes the geolocation assignment inde-
pendent of wavelength for each subchannel. Note that the lines
of sight are given with respect to the spacecraft alignment cube.

In addition to geolocation the Level 1b radiance product also
contains other relevant information such as solar zenith angles,
terrain height, snow-ice and land-water information, spacecraft
manoeuvre flagging, South Atlantic Anomaly flagging, solar
eclipse possibility flagging, and sun glint possibility flagging.

TABLE III
GROUND PIXEL QUALITY FLAGS

VI. FLAGGING AND METADATA

The OMI Level 1b data products contain, of course, essential
physical parameters like radiances or irradiances, wavelengths
and geolocation information [6]. This is the basic information
needed for higher level product generation. This information is,
however, almost useless without any information about potential
issues that affect the quality of the data. For that purpose an
extensive flagging is applied in the GDPS. At a higher level
statistics can be collected about the flagging properties in a data
product file. These serve to support the quality assessment (QA)
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TABLE IV
MEASUREMENT QUALITY FLAGS

effort. Both flagging and QA statistics in OMI Level 1b data
products are described in this section.

A. Level 1b Data Product Flags

The Level 1b data products include a series of flags that pro-
vide information on the quality of the data. The purpose of these
flags is as follows.

• Inform the users of the data about the reliability of the
information. This is especially important when the data is
used for Level 2 processing.

• Provide the (in-flight) calibration scientists with informa-
tion to assess on high-level the performance of the instru-
ment and/or the GDPS.

• Provide information for the purpose of quality assessment
(QA).

The flags are stored in the Level 1b products at several levels.

• Pixel Quality Flags, which provide information for a single
(binned) pixel in the measurement (Table II).

• Ground Pixel Quality Flags, which provide information for
a groundpixel; only radiance measurements are associated
with groundpixels (Table III).

• Measurement Quality Flags, which provide information
that is applicable to all the data from one of the (sub)chan-
nels of a measurement (Table IV)

• Spectral Calibration Flags, which provide information on
the data that results from the spectral calibration algorithm.
These flags appear only in the Level 1b calibration product
(OML1BCAL) and are not further discussed here.

Tables II–IV list the flags that appear in the Level 1b radiance
and irradiance products and describe their purpose.
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TABLE V
QUALITY ASSESSMENT PARAMETERS

B. Metadata QA Statistics

For each of the output products, the GDPS produces meta-
data. Metadata describes the quality and characteristics of the
data products, and is written using the SDP toolkit library. The
contents and format of the metadata attributes are described in
[6]. The quality of the data product is described by the set of
so-called QA statistics parameters. Table V describes those at-
tributes and what they tell about the quality of the product.

The generic approach for the population of the QA statistics
percentage attributes is as follows.

• Each calibration product attribute is calculated for UV and
VIS measurements separately.

• Each radiance and irradiance product attribute is calculated
for UV1, UV2, and VIS measurements separately.

This approach is used for the following attributes:

• Measurement-based statistics:
—QAStatPctMeasError
—QAStatPctMeasWarning

TABLE VI
INSTRUMENT CONFIGURATION VERSUS ORBIT TYPE

• Groundpixel-based statistics:
—QAStatPctGeolocationError

• Pixel-based statistics:
—QAStatPctPixBad
—QAStatPctPixProcessingError
—QAStatPctPixWarning

As an example, for the attribute QAStatPctPixBad, this means
that for the radiance and irradiance products, the following at-
tributes are incorporated in the GDPS code:

• QAStatPctPixBadUV1;
• QAStatPctPixBadUV2;
• QAStatPctPixBadVIS.

And for the calibration product the following attributes are in-
corporated in the GDPS code:

• QAStatPctPixBadUV;
• QAStatPctPixBadVIS.

The calculation of the QA statistics on pixel flags and mea-
surement flags is done separately for UV1, UV2, and VIS. This
means that for the UV channel, a difference is made between the
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TABLE VII
INSTRUMENT CONFIGURATION VERSUS MEASUREMENTCLASS AND ORBIT TYPE
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UV1 and UV2 optics regions. For the calibration product, there
is no such subchannel split.

Groundpixel flags are only available for the global and
zoom-in radiance products and the statistics are calculated for
UV1, UV2, and VIS.

For pixel and groundpixel-based statistics, only pixels are
counted that are actually written to the measurement swaths in
the output products, i.e., for radiance and irradiance products
only the pixels in the so-called “optics region” taken into ac-
count. In the case of irradiance measurements, which are also
written to the calibration product (this is the only type of mea-
surement for which the calculation is split up into UV1 and
UV2 subchannels for the calibration product), the UV1 and UV2
counts are merged (added up) into the UV pixel statistics before
being written to the output product.

In case of rebinning in global radiance products (done for spa-
tial zoom-mode earth measurements), pixel and groundpixel-
based statistics are calculated on the rebinned pixels.

Measurements for which only calibration swaths (e.g., offset
swath, spectral calibration swath) are written, are also taken into
account for measurement-based statistics.

Raw measurements in the calibration product are not used in
the calculation of the QA statistics.

VII. CONCLUSION

The OMI instrument produces large and complex Level 1b
output products. In order to understand and use these products
it is essential to understand the way OMI measurements are per-
formed. For that purpose we have described in this paper the
instrument operations concept, the way data processing is orga-
nized for OMI and, especially, which corrections are applied to
the instrument data by the GDPS. These corrections have been
related to a forward model of the signal flow through the instru-
ment. An important, but unfortunately often ignored, aspect of
the Level 1b data products is the information contained in the
flags. A description is provided of the meaning of the various
flags and the QA statistics entries in the metadata.

The OMI groundsegment has been operating successfully
since launch. This is the result of extensive testing of both the
software and the groundsegment as a whole.

The GDPS software will continue to evolve during the life-
time of the Aura mission but no major changes are anticipated.

APPENDIX

Table VII provides a summary of all Instrument Configura-
tions (IcId) used by OMI, the related MeasurementClass, and
the Orbit types in which these are used. The entry ELU refers
to the electronic unit configuration. Instrument configurations
with identical ELU numbers indicate are identical in terms of
instrument readout but serve different purposes. For example
ELU 1 corresponds to instrument configurations 0, 3, and 22.
IcId 0 is the dayside measurement over the tropics, 3 and 22 are
the corresponding dark current measurements with and without

the Folding Mirror (FMM) in the optical light path. An L in-
dicates that the instrument configuration was used during the
Launch and Early Operations phase (first 90 days of the mis-
sion) to obtain in-flight calibration measurements. These con-
figurations are not used during standard operations but can be
scheduled when deemed necessary.

The order in which instrument configurations are used during
the various types of orbits is indicated in Table VI. Time runs
from top to bottom. Indicated are the times that the spacecraft
enters and exits eclipse and spacecraft midnight. Level 1b data
products cover the time between subsequent spacecraft mid-
nights.
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